HPC一期高性能计算维保服务（2025-2026年度）项目需求
1. 项目名称
项目名称：HPC一期高性能计算维保服务（2025-2026年度）

2. 项目背景

目前我院高性能计算（HPC）一期项目为各所院校师生、生物研究人员提供强大的计算、存储平台，实现面向大数据相关的科研共享。自2022年1月上线后稳定运行至今，公共算力中心在用用户将近100名，覆盖院内20多个科研项目组，包括医学自然语言处理、医学影像、生物信息学研究、心电图研究、肾脏基因组学等。
因现有运维服务将于近期陆续到期，为保障HPC一期平台持续稳定运行，拟计划采购2025-2026共1年度硬件、软件维护服务，确保我院HPC一期平台的稳定运行，保障科研项目的顺利进行。维保服务期间，实现系统硬件、软件的日常维护和优化，提供及时现场或远程技术支持，提高系统可用性。

3. 维保清单
HPC平台硬件
采购下列设备的维保服务1年：
	序号
	产品名称
	型号
	描述
	数量

	1
	高性能计算大内存计算节点服务器
	联想
SR860
	CPU：4*Intel Xeon Gold 6230N 20C 2.3GHz 150W处理，Intel C624芯片组 ；                                               内存：2TB DDR4 2933 MHz RDIMM；                      
硬盘：2*960GB企业级2.5寸SSD盘；                                                     IB卡： 1x100GbE/EDR IB QSFP28 VPI 适配器；                                                                                                                        网卡：2个万兆光端口网卡及2个光模块；                                            管理模块：企业版；                                                   电源：实配电源2个80+铂金电源                                                         
	3

	2
	高性能计算管理登录服务器节点服务器
	联想
SR650
	CPU：2*Intel Xeon Gold 6230N 20C 2.3GHz 处理器                    
内存：12*16G DDR4 2933 MHz RDIMM 配置；                                                                                       硬盘：2*960GB企业级2.5寸SSD盘；                                               阵列卡：配置RAID0/1/5带 2GB 闪存 PCIe 12Gb 适配器；
IB卡: Mellanox ConnectX-4 1x100GbE/EDR IB QSFP28 VPI 适配器；                                                                                                                         网卡：10Gb 2个 SFP+端口；                                     管理模块：企业版；                                                                                                   
	2

	3
	高性能计算GPU计算集群
	联想
SR670
	2个节点,每个节点配置如下：                                                  CPU：2*Intel Xeon Gold 6230R 26C 2.1GHz 处理器 
内存：12*32G DDR4 2933 MHz RDIMM，采用六通道配置；  
硬盘：2*960GB企业级2.5寸SSD盘；                                                        IB卡: Mellanox ConnectX-4 1x100GbE/EDR IB QSFP28 VPI 适配器；                                                                    GPU卡：4*NVIDIA Tesla V100S 32GB PCIe 被动式 GPU                                                                                    网卡：10Gb 2个 SFP+端口；                                     管理模块：企业版；                                                         
	1

	4
	刀片机箱
	联想
D2
	全模块化设计；                                                            节点在机箱前部安装，支持节点前维护；                                         IO/散热/电源与节点完全解耦式设计，与节点分离安装； 
网卡：配置4个管理端口；                                            
	10

	5
	高性能计算刀片计算节点服务器
	联想SD530 
	CPU：2*Intel Xeon Gold 6230N 20C 125W 2.3GHz处理器；                                                                        内存：12*16G DDR4 2933 MHz RDIMM，采用六通道配置；                                   
硬盘：2*960GB企业级2.5寸SSD盘；                                                      IB卡: Mellanox ConnectX-4 1x100GbE/EDR IB QSFP28 VPI 适配器；
网卡：10Gb 2 SFP+端口                                                                                                         管理模块：企业版；                                                              
	40

	6
	高性能计算GPU计算节点服务器
	联想SR650
	CPU：2*Intel Xeon Gold 6230R 26C 2.1GHz 处理器 
内存：12*32G DDR4 2933 MHz RDIMM，采用六通道配置；  
硬盘：2*960GB企业级2.5寸SSD盘；                                                        IB卡: Mellanox ConnectX-4 1x100GbE/EDR IB QSFP28 VPI 适配器；                                                                    GPU卡：2*NVIDIA Tesla V100s  32GB PCIe 被动式 GPU                                                                             网卡：10Gb 2个 SFP+端口；                                     管理模块：企业版；                                                        
	14

	7
	高性能存储及并行文件系统
	联想DSS-G
	CPU：2*Intel Xeon Gold 6240 18C 150W 2.6GHz；                                                                           内存：12*16GB DDR4 2933 MHz RDIMM；                                 系统盘：2*300GB 10K SAS 12Gb热插拔；                                          存储硬盘：418 * 8TB 7.2K NL-SAS；                              阵列卡：配置RAID0/1/5阵列卡带2GB 闪存 PCIe 12Gb 适配器；
IB卡: 2*Mellanox ConnectX-5 EDR IB VPI Dual-port x16 PCIe 3.0 HCA；                                                                                                                             网卡：1Gb 2个 电口端口；                                                    电源：2*1100W白金级热插拔电源；                                           软件：并行文件系统，非开源；                               
	1

	8
	计算网络交换机
	Mellanox SB7890
	端口：36Port EDR 100Gb/s Infiniband智能交换机；                                                                                               线缆：25条3米 Mellanox EDR IB QSFP28 铜缆，4条10米 Mellanox EDR IB QSFP28 主动光缆；                                   
	3

	9

	千兆以太网交换机及万兆光口交换机

	锐捷
RG-2910
	千兆交换机：端口：48Port 1Gb，带4个10Gb上行端口；千兆交换机线缆配置4条5m进口原装OM3LC-LC光纤；48条3米CAT6千兆网线
	4

	
	
	锐捷
RG-6250
	万兆交换机：48Port 10Gb万兆交换机；万兆交换机线缆配置：每台交换机配置48条5m原装OM3LC-LC光纤 ；                                                                                                                                                      
	2

	10
	万兆下一代防火墙
	网御星云PowerV6000-F3810E
	高度：标准2U；                                                                 接口：8个10/1000M Base-TX和4个SFP接口，4个SFP+万兆接口，2个扩展槽位；                                                                    支持IPSec VPN和SSL VPN模块：200个并发用户；                         
性能：最大整机吞吐：40Gbps；                                                 每秒新建连接数：18万；                                                   最大并发连接数：1000万；                                                           
	2

	11
	KVM切换器
	艾腾
KN2124va
	24个RJ-45 接口的端口；
支持刀片服务器；
支持PS/2、USB、Sun Legacy及串口（RS-232） 连接；
本地控制端支持USB 键盘与鼠标；
支持跨平台服务器环境                                                                
	1



HPC平台软件
采购下列软件的维保服务1年：
	序号
	产品名称
	 型号
	描述
	数量

	1
	高性能计算系统基础平台集群管理软件
	集群平台
	提供集群部署、集群管理、集群监控、告警处理、作业调度及管理、集群报表等功能（集群管理软件Platform LSF、GPFS) 
	1

	2
	免疫组学、全基因组学等基于特征分析需要的生命科学相关的应用软件
	\
	维护免疫组学、全基因组学等基于特征分析需要的生命科学相关的应用软件。
	1

	3
	计算系统编译器和并行环境
	\
	Intel C/C++/Fortran,MKL,TBB,IPP、Advisor、Inspector、Vtune、MPI、Trace tool，Intel® Parallel Studio XE Cluster Edition for Linux, commercial edition
	1

	4
	融合计算云平台管理软件
	计算云平台
	虚拟化云平台，资源管理
	1

	5
	应用软件支持服务
	
	提供集群运维服务涉及到的协助安装应用软件（包含但不限于软件的衍生软件等）：autoconf/2.69(default) 、bedops/2.4.20(default)、bupc/2.20.2、fftw3/gnu/3.3.3、gnuplot/5.0.1(default)、 java/1.7.0_80、mkl/11.2(default)、 python/2.7.10(default)、 samtools/1.2、automake/1.15(default)、 blast/2.3.0(default)、 bwa/0.7.12(default)、fftw3/intel/3.3.3、htslib/1.3(default)、 java/1.8.0_60(default)、 novocraft/3.04.04(default) 、python/3.4.3、samtools/1.3(default)、bamtools/2.4.1(default)、 boost/1.44.0(default)、 fftw2/gnu/2.1.5、gcc/4.8.3、impi/5.0.2.044(default)、 libSBML/5.11.6(default)、 parallel/20150922(default)、R/3.2.2(default)、transvar/2.1.17(default)、bcftools/1.3(default)、 boost/1.59.0、fftw2/intel/2.1.5、gcc/4.9.4、intel/15.0.1(default)、meerkat/0.189(default)、 perl/5.22.0(default)、 R/3.4.3
	



4. [bookmark: _6.1.2、容器服务器][bookmark: _6.1.1、大数据服务器]服务内容
为我院HPC高性能计算（HPC）一期项目的硬件及软件提供为期一年维护服务,服务商成立专门的项目组开展工作，指派专人负责，按时完成工作内容，维保服务内容如下所示：
	序号
	指标项
	服务要求/服务明细

	1
	硬件运维服务
	提供远程解决硬件故障和软件bug、定期协助测试linpack和集群测试，评估和调优集群性能，并确保机器稳定性、协助用户管理集群（操作系统、用户管理、硬件监控）、定期针对集群使用中遇到的问题进行远程培训；提供HPC硬件故障排除、诊断故障原因、提供解决方案、上门更换响应配件（提供更换的备件应包括：GPU、CPU、硬盘等关键部件，报价已包含全部更换费用，后续无任何附加收费。）

	2
	软件运维服务
	针对HPC集群在实际使用过程中遇到的应用软件安装需求，提供一整套的的软件技术支持，按照项目方提供的软件列表协助、安装和调试软件，完成但不仅限于HPC软件运维内容中的业务软件软件及其衍生版本的安装、调试，软件及应用的运维服务。

	3
	巡检服务
	1）提供HPC平台硬件预防性健康检查服务，提供每季度一次的上门巡检，并提供详细的巡检报告，评估系统潜在的问题，推荐解决方案。
2）整理HPC整体使用情况并提供详细文档，文档内容包括：网络标签表、IP地址表、机柜上架图、软件需求及用户列表。
3）各四季度上门巡检报告完成时间如下：
第一季度：2025年7月19日前完成；
第二季度：2025年10月19日前完成；
第三季度：2026年1月19日前完成；
第四季度：2026年4月19日前完成。

	4
	应急响应
	（1）服务商应提供应急处理预案及应急措施。
（2）服务商须在用户所在地设有备品备件库或售后服务站点，备品备件库或售后服务站点要求存放充足的各类各品各件，应包括：高性能计算大内存计算节点服务器、高性能计算管理登录服务器节点服务器、高性能计算GPU计算集群、高性能计算刀片计算节点服务器、高性能计算GPU计算节点服务器、高性能存储及并行文件系统等关键设备备品备件，能够实现最快速度解决故障，为售后技术支持以及用户工作的正常进行提供充足的备件保障。应具备备品备件库或售后服务站点场地租赁合同以及详细的备件库清单。
（3）为确保设备故障时快速响应并缩短系统恢复时间，服务商须为本项目建立专用备件库，备件库应包含关键产品部件，以支持高效运维服务，提供的关键产品部件应包括：
1、不少于≥4张NVIDIA Tesla V100S 32GB PCIe 被动式 GPU；
2、不少于≥4颗Intel Xeon Gold 6230R 26C 2.1GHz 处理器；
3、不少于≥4颗Intel Xeon Gold 6230N 20C 2.3GHz 150W处理；
4、不少于≥4颗Intel Xeon Gold 6240 18C 150W 2.6GHz处理器。
（4）设备出现故障，服务商必须及时提供型号性能同等或优于的服务器满足应急接管使用，如果不能在收到用户报障电话通知后按照合同约定的时间内到达故障现场，服务商需按次向甲方支付违约金。

	5
	培训服务
	提供不少于1天不少于3人的工程师的培训课程。场地、交通等与培训相关的费用均由服务商承担。培训内容应包括：
1、高性能集群管理员培训并提供相关的培训资料；
2、高性能集群用户培训并提供相关的培训资料；



5. 服务期限
	合同签订日起，服务期为2025年4月20日至2026年4月19日。

6. 服务总体要求
0. 日常维护响应
（1）要求提供一年硬件维保软技术服务支持。
（2）服务范围包括免费硬件更换维修、系统健康性检查、硬件微码升级、操作系统升级、系统环境变更等。集群平台系统提供季度巡检，并撰写巡检和健康状态报告提供报告。
（3）提供电话、远程支持和现场服务支持，并在规定的时间内完成。
（4）在服务期内，对设备进行定期巡检保养，及时发现并排除设备故障，确保设备及系统的正常运行。
（5）例行巡检报告及故障备件更换报告，针对被服务方设备运行状况，提出相应的优化建议。
（6）保证所提供的所有备件为原厂备件。
（7）若用户有需要，提供设备搬迁、演练、系统变更与优化等服务并且配合提供合理的方案，服务期间提供工程师的现场支持，协助完成系统变更。
（8）用户关键系统及设备进行维护保养时，事先安排好应急演练措施及流程，并和用户确认后方可进行。
（9）投标人应全程监控维保服务实施质量、详细的故障事件跟踪、升级系统或流程，详细记录故障解决步骤、时间、人员等信息。
（10）提供HPC集群软件平台免费电话咨询、免费现场支持服务，即售后技术支持服务、平台支持服务、平台软件BUG排除、提供集群维护记录表，如远程无法排除故障，则会及时安排工程师现场解决集群软件及已有的运行应用软件。
（11）服务商周期性对HPC高性能硬件平台的运转状况进行跟踪、分析，科学地预测和掌握主机应用系统的性能状态，以保证能适时提出合理的扩充和升级计划，经甲方同意后予以实施，使该系统能够满足不断增长的业务应用需要。
（12）应定期组织技术交流及工作汇报会，向甲方提供技术资料共享服务。
（13）针对用户在实际使用过程中遇到的应用软件安装需求，提供一整套的的软件技术支持，协助采购人完成但不仅限于HPC软件运维内容中的业务软件软件及其衍生版本的安装、调试及运维服务。
0. 响应时间要求
（1）服务商应作出无推诿承诺：即服务商在收到院方报修通知及要求后，须立即派技术人员到场，全力协助、使系统尽快恢复正常。
（2）服务商承诺设立7×24小时服务热线和7×24小时专人手机值班，在甲方的硬件平台系统有日常故障问题均可以打电话方式寻求帮助，服务商必须立即予以响应并跟踪，直到问题得到解决。
（3）服务商提供现场技术支持，工作期间（正常工作日8：00-18：00）HPC集群平台故障响应时间不超过0.5小时，到达现场时间不超过1小时。
（4）非工作期间，信息系统故障响应时间不超过1小时到达现场时间不超过2小时。
（5）服务商应提出故障解决方案，工作至故障修妥完全恢复正常服务为止，修复时间不超过2个工作日。
（6）对于核心系统关键备件（严重影响设备运行或导致设备宕机的备件），应在4小时内到达。非核心系统关键备件，应根据客户要求和实际情况，24小时内送达现场。若出现本地备件库没有备件的情况，应根据故障情况和客户要求，采取专人专送的方式将备件送达客户现场。
（7）在故障处理完成后1个工作日内应提供阶段性报告，并及时根据实际情况更新。
（8）在每一年服务结束时，提供的维护服务报告。
（9）重大节日（如十一、五一、春节）期间用户如需要值守服务，投标人需提供提供现场支持工作服务。
0. 系统维护工作要求
（1）服务商须有完整的维护记录管理，确保所有问题提出及处理有记录，有供双方共同记录反馈的简捷的操作方式，达到经双方确认真实可信，可跟踪问题解决情况，查询所有维护记录，并可作为验收依据。
（2）服务商需根据院方要求，安排维护人员使用院方项目管理平台系统中的需求管理模块和缺陷（报障）管理模块，接收院方相关报障及需求信息，并反馈相应处理信息，该维护记录可作为维保履约证明。
（3）定期每季度进行系统巡检，对系统运行的软硬件情况（尤其是数据库环境）进行监控，并出具巡检报告，针对潜在的风险应提供解决方案并实施。
0. 服务人员要求
（1）服务商应有专门的维护部门并指定固定技术力量用于信息系统维护，并向用户提供详细的维护人员清单及其联系方式。
（2）成立专项维护人员小组必须由不少于5名技术支持工程师组成，且要有相应专业资质或资历。服务小组人员资格要求必须满足下表：
	序号
	指标项
	服务要求/服务明细

	1.
	维保服务主管
	提供专业的维保服务团队，设立专门的维保服务主管，负责维保团队的日常管理，包括任务分配、绩效考核、技能培训等，确保团队高效运作。制定客户维保服务标准、流程优化方案，提升服务响应速度和客户满意度。维保服务主管应同时具备≥8年同类经验、具备IT服务项目经理（ITSS认证）、IT服务工程师（ITSS认证）。

	2.
	资深支持工程师
	提供专业的维保服务团队，提供≥3名资深支持工程师，负责处理高难度技术故障（如HPC服务器硬件/HPC平台软件模块问题），提供远程或现场技术支持。针对复杂系统问题设计修复方案或优化建议（如性能调优、故障预防），提供技术培训或故障处理指导，降低重复问题发生率。
资深支持工程师应具备≥5年专业实践经验、具备联想认证工程师证书或HPC认证证书。

	3.
	项目管理工程师
	提供专业的维保服务团队，提供≥2名项目管理工程师，负责制定项目计划（时间表、资源分配等），监控维保服务进度并确保巡检报告或其他维保服务应提供的资料按时交付。协调维保服务期间资源情况，解决项目中的技术或沟通障碍，并定期汇报维保服务进展。
项目管理工程师应具备≥5年专业实践经验、具备项目管理专业认证。

	4.
	维保服务资质
	执行巡检的工程师须具备高性能计算（HPC）系统架构、集群管理及故障诊断领域的专业资质，并在服务实施前向用户出示以下有效认证文件：HPC认证、网络设备认证、防火墙安全认证；上述证书副本需提前提交用户备案；服务过程中需严格遵循用户内部流程，经用户审核确认工程师资质及巡检方案后方可执行现场操作。



7. 服务验收
1. 验收时间：按双方共同确认的四个季度巡检报告和HPC平台软硬件相关维护记录后，在最后一个季度服务结束后30个工作日内由院方启动验收。
2. 验收人员：双方相关人员。
3. 验收标准：
（1） 巡检服务：双方共同确认的四个季度巡检报告和HPC平台软硬件相关维护记录。
（2） HPC集群平台运维服务：服务商提供维护记录（系统错误修复、系统数据修复、系统集成）经院方审核确认后验收。
4. 验收交付资料：验收资料包括经审核的巡检报告以及HPC集群管理员手册、HPC集群用户操作手册、Platform  LSF 调度软件管理员手册。

8. 合同款支付方式
1. 合同签订后,甲方在收到乙方开具相应金额正式发票后,向乙方支付合同总金额的30%。
2. [bookmark: OLE_LINK1][bookmark: _GoBack]项目第二季度维保服务时间结束后，甲方在收到乙方提供相关维护服务记录和开具相应金额正式发票后，向乙方支付合同总金额的20%。
3. 维保服务验收通过后，甲方在收到乙方提供相关维护服务记录和开具相应金额正式发票后，向乙方支付剩余50%尾款。
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