


基础架构信息设备维保项目（2年：2026-2027年度）
需求书

1. 服务内容要求
	序号
	名称
	服务期限
	起止时间

	1
	服务器及存储设备运维
	2年
	双方协商一致

	2
	网络设备运维
	
	

	3
	综合平台及软件运维
	
	

	4
	机房基础设施运维
	
	


1.1. 服务器及存储设备运维
1.1.1. 维护清单
设备类型包括：服务器、存储、磁带库等。
1.1.1.1. 非原厂保修维保清单
	序号
	设备类型
	品牌
	设备型号
	数量
	单位
	备注

	1
	服务器
	HP
	DL380G10
	26
	台
	非原厂保修

	2
	服务器
	HP
	DL380G9
	16
	台
	非原厂保修

	3
	服务器
	HP
	DL580G9
	12
	台
	非原厂保修

	4
	服务器
	HP
	DL580G10
	10
	台
	非原厂保修

	5
	服务器
	HP
	DL388G9
	4
	台
	非原厂保修

	6
	服务器
	HP
	DL388G10
	4
	台
	非原厂保修

	7
	服务器
	HP
	DL380G6
	1
	台
	非原厂保修

	8
	服务器
	DELL
	R740
	19
	台
	非原厂保修

	9
	服务器
	DELL
	R540
	5
	台
	非原厂保修

	10
	服务器
	DELL
	R740XD
	3
	台
	非原厂保修

	11
	服务器
	DELL
	R440
	3
	台
	非原厂保修

	12
	服务器
	DELL
	R940xa
	2
	台
	非原厂保修

	13
	服务器
	DELL
	R930
	1
	台
	非原厂保修

	14
	服务器
	DELL
	R750
	1
	台
	非原厂保修

	15
	服务器
	DELL
	R720
	1
	台
	非原厂保修

	16
	服务器
	DELL
	R710
	1
	台
	非原厂保修

	17
	服务器
	DELL
	R450
	1
	台
	非原厂保修

	18
	服务器
	H3C
	UIS-Cell3020G3
	7
	台
	非原厂保修

	19
	服务器
	H3C
	UISR390XG2
	5
	台
	非原厂保修

	20
	服务器
	H3C
	R4900G3
	3
	台
	非原厂保修

	21
	服务器
	SmartX
	Halo7100
	4
	台
	非原厂保修

	22
	服务器
	华为
	RH5885HV5
	6
	台
	非原厂保修

	23
	服务器
	华为
	RH5885HV3
	5
	台
	非原厂保修

	24
	服务器
	华为
	RH2288HV6
	3
	台
	非原厂保修

	25
	服务器
	华为
	RH2288HV3
	1
	台
	非原厂保修

	26
	服务器
	联想
	X3650M5
	3
	台
	非原厂保修

	27
	服务器
	联想
	SR950
	3
	台
	非原厂保修

	28
	服务器
	联想
	SR650
	5
	台
	非原厂保修

	29
	服务器
	联想
	SR588
	2
	台
	非原厂保修

	30
	服务器
	联想
	SR860
	1
	台
	非原厂保修

	31
	服务器
	联想
	SR658
	1
	台
	非原厂保修

	32
	服务器
	联想
	SR660
	1
	台
	非原厂保修

	33
	服务器
	路坦力
	NT-TDT-2NL3-G6
	8
	台
	非原厂保修

	34
	服务器
	路坦力
	NT-T00-2NL3-G5
	5
	台
	非原厂保修

	35
	磁带库
	HP
	MSL3040
	1
	台
	非原厂保修

	36
	存储
	DELL
	MD1200
	1
	台
	非原厂保修

	37
	存储
	EMC
	VMAX100K
	1
	台
	非原厂保修

	38
	存储
	EMC
	Unity500
	1
	台
	非原厂保修

	39
	存储
	EMC
	Unity450f
	1
	台
	非原厂保修

	40
	存储
	EMC
	Unity400
	1
	台
	非原厂保修

	41
	存储
	EMC
	Unity400
	1
	台
	非原厂保修

	42
	存储
	EMC
	Unity400
	1
	台
	非原厂保修

	43
	存储
	EMC
	Unity300
	1
	台
	非原厂保修

	44
	存储
	H3C
	UniStorx10000
	1
	台
	非原厂保修

	45
	存储
	HP
	3PAR8400
	1
	台
	非原厂保修

	46
	存储
	华为
	Oceanstor5610
	1
	台
	非原厂保修

	47
	存储
	华为
	Oceanstor5310
	1
	台
	非原厂保修

	48
	存储
	华为
	OceanStor5510
	1
	台
	非原厂保修

	49
	存储
	华为
	OceanStor5500V3
	1
	台
	非原厂保修

	50
	存储
	华为
	OceanStor5500V3
	1
	台
	非原厂保修

	51
	存储
	联想
	v7000
	1
	台
	非原厂保修

	52
	存储
	日立
	VSP200
	1
	台
	非原厂保修

	53
	光纤交换机
	DELL
	DS6630
	4
	台
	非原厂保修

	54
	光纤交换机
	DELL
	DS6510
	6
	台
	非原厂保修

	55
	光纤交换机
	博科
	BK6505
	2
	台
	非原厂保修

	56
	光纤交换机
	浪潮
	FS8600
	2
	台
	非原厂保修

	合计
	205
	台



备注：服务商需对第三方维保设备提供日常维护及备品备件更换服务。 

1.1.1.2. 原厂在保清单
	序号
	设备类型
	品牌
	型号
	数量
	单位
	备注

	1
	服务器
	H3C
	R4900G5
	17
	台
	2027年过保

	2
	服务器
	H3C
	R6900G5
	4
	台
	2026年过保

	3
	服务器
	H3C
	UIS-3000-G5LFF
	3
	台
	2027年过保

	4
	服务器
	超聚变
	2288HV5
	3
	台
	2027年过保

	5
	服务器
	超聚变
	2288HV6
	7
	台
	2027年过保

	6
	服务器
	超聚变
	DP2200
	5
	台
	2027年过保

	7
	服务器
	浪潮
	NF5280M5
	10
	台
	2028年过保

	8
	服务器
	浪潮
	NF8480M5
	2
	台
	2028年过保

	9
	服务器
	深信服
	aServer-2005P
	6
	台
	2027年过保

	10
	存储
	华为
	Oceanstordorado 5600v6
	1
	台
	2028年过保

	11
	存储
	华为
	Oceanstordorado 5600v6
	1
	台
	2028年过保

	12
	存储
	华为
	Oceanstor5610
	1
	台
	2028年过保

	合计
	60
	台



备注：服务商需对原厂在保设备提供日常维护及故障响应，如需原厂支持，主动协助我院联系原厂商解决故障。
以上设备原厂出保后转入第三方维保服务。
1.1.2. 维护方式
1.1.2.1. 7×24小时报障模式
服务商提供固定的7×24小时故障受理电话服务，设有报修和技术热线电话。
1.1.2.2. 在线技术支持
热线接听技术人员接听电话后对问题初步分析判断，通过技术咨询解决部分问题；因设备软件版本问题影响系统正常运行或存在安全隐患时，免费提供设备软件升级服务。
1.1.2.3. 服务器、存储故障恢复服务
服务商负责参保设备故障诊断、保修及系统性能维护，对清单中故障设备配件免费维修、更换；更换涉及不可外泄数据的维保设备，需等用户方删除数据后归还。
1.1.2.4. 服务器、存储巡检服务
服务商每年提供不少于12次的主机存储巡检保养，定时对系统运行性能进行检测、风险评估及优化调整。
1.1.3. 维护内容
1.1.3.1. 服务器、存储故障恢复服务内容
服务器硬件安装配置（含主机所有板卡、电源、硬盘等硬件部分）。
提供系统切换、升级、设备扩容服务时的技术支持。
服务器的现场硬件故障诊断、备件更换与维修。
存储设备的安装配置，现场硬件故障诊断、备件更换与维修。
按需要对硬件进行微代码升级。
按需要安装补丁程序。
操作系统健康检查，系统基本的性能分析。
为过保设备实行备件先行服务。
1.1.3.2. 服务器、存储巡检服务内容
场地环境检查。
主机硬件系统检查。
检测系统性能及运行状况，查验系统的日志文件。
服务器、存储系统集群检查。
系统配置及备份检查。
发现系统的各种报警信息，并做出相应的处理。
发现操作系统故障，应进行排查、恢复及系统重装。
配合用户对应用系统进行故障诊断、故障处理、联调、优化等。
硬件设备系统总体性能评估。
每次巡检保养服务要有详细的记录，并在一周内向用户提交巡检服务报告。
巡检中发现用户设备信息有更改必须及时更新，并在巡检服务报告中注明，并协助用户对所有设备添加标签标注其设备应用信息。
1.1.4. 维护要求
1.1.4.1. 服务报障及在线技术支持要求
热线接听人员对用户信息及故障进行详细记录，确保上门服务技术人员看到详细信息，保证用户不会被重复询问同样问题。
1.1.4.2. 服务器、存储故障恢复服务要求
更换的备件必须全新或功能全新，且型号不得低于故障设备规格型号档次；涉及不可外泄数据的设备，需用户删除数据后再归还配件。
1.1.4.3. 服务器、存储巡检服务要求
每年巡检不少于12次；每次巡检有详细记录，一周内提交巡检服务报告；及时更新设备信息更改情况并注明，协助用户添加设备标签标注应用信息。

1.1.4.4. 专属备机备件服务要求
（1）服务商必须提供在广州设立的备件库及其备件库所在地详细信息。为保障服务质量和修复时限，要求服务商针对本次项目过保设备清单中的设备部署专用备机备件，服务期间不得挪用其他项目，并列出备机备件清单，供用户查验。
（2）服务商应针对过保设备的重要性，准备以下备件和备机，应按照我院要求把核心重要备件和备机放置现场。当设备出现故障时，由服务商技术人员及时取备件解决故障，或在故障无法在规定时限内修复启用备机，以确保用户业务系统的及时恢复。平时备件备机可以用来做测试、培训讲课使用，备件备机清单如下：
1.1.4.4.1. 备件清单
	产品名称
	型号规格
	数量（块）

	HP SAS  硬盘
	600GB/10K HDD
	2

	
	480GB/10K HDD
	2

	
	300GB/10K HDD
	2

	HP SATA 硬盘
	1.92TB/7.2K HDD
	2

	
	2.4TB/7.2K HDD
	2

	联想 硬盘
	300GB/10K HDD
	2

	
	600GB/10K HDD
	2

	DELL 硬盘
	300GB/10K HDD
	2

	
	600GB/10K HDD
	2

	
	4TB/7.2K HDD
	4

	
	1.2TB/7.2K HDD
	2

	EMC存储
	600G SAS SSD
	2

	
	1.2T SAS SSD
	2

	
	1.6T SAS SSD
	2

	
	2TB SAS SSD
	2

	华为存储
	10TB SAS
	4

	
	7TB SSD
	2

	
	1.92TB SSD
	4

	
	20TB SAS
	2

	HP 内存
	4GB DDR2
	2

	
	8GB DDR3
	2

	
	16GB DDR3
	2

	DELL 内存
	4GB DDR2
	2

	
	8GB DDR3
	2

	
	16GB DDR3
	2

	联想 内存
	4GB DDR3
	2

	
	8GB DDR3
	2

	
	16GB DDR3
	2

	主板
	HP DL380G10
	1

	
	HP DL380G9
	1

	
	HP DL580G9
	1

	
	HP DL580G10
	1

	
	DELL R740
	1

	电源模块
	HP DL380G10
	1

	
	HP DL380G9
	1

	
	HP DL580G9
	1

	
	HP DL580G10
	1

	
	DELL R740
	1

	
	DELL R540
	1

	
	联想 SR650
	1

	I/0板
	HP DL380G10
	1

	
	HP DL380G9
	1

	
	HP DL580G9
	1

	
	HP DL580G10
	1

	硬盘笼
	HP DL380G10
	1

	
	HP DL380G9
	1

	
	HP DL580G9
	1

	
	HP DL580G10
	1

	
	DELL R740
	1

	
	DELL R540
	1

	
	联想 SR650
	1

	控制器
	EMC UNITY 400
	1

	
	华为 Oceanstor5500
	1

	
	联想 V7000
	1

	电源模块
	EMC UNITY 400
	1

	
	华为 Oceanstor5500
	1

	
	联想 V7000
	1

	电池
	EMC UNITY 400
	1

	
	华为 Oceanstor5500
	1

	
	联想 V7000
	1



1.1.4.4.2. 备机清单
	产品名称
	配置（不低于）
	数量（台）

	HP DL580 G10
	CPU:INTEL Xeon Gold 5218 CPU 2.3GHz /内存：512GB/硬盘：600G*2/网卡数量：8个/2张单口HBA卡/冗余电源
	1

	HP DL580 G9
	CPU:Intel(R) Xeon(R) CPU E7-4820 v4 @ 2.00GHz /内存：512GB/硬盘：600G*2/网卡数量：6个/2张单口HBA卡/冗余电源
	1

	HP DL380 G10
	CPU: INTEL Xeon Gold 6240R CPU 2.4GHz/内存:512GB / 硬盘：600GB*2 支持raid0+1+5 / 网卡数量: 4个/2张双口HBA卡/标准电源*2
	1

	HP DL380 G9
	处理器类型：Intel(R) Xeon(R) CPU E5-2660 v4 /内存：256GB 硬盘：600G*2 支持raid0+1+5 /网卡数量：4个/2张双口HBA卡/标准电源*2
	1

	DELL R740
	CPU: Intel(R) Xeon(R) Gold 6226 CPU @ 2.7GHz/内存:256G / 硬盘：600GB*2 支持raid0+1+5 / 网卡数量: 5个/2张双口HBA卡/标准电源*2
	1



1.2. 网络设备运维
1.2.1. 维护清单
我院数据中心及骨干节点核心网络设备主要部署在办公楼、主体楼、伟伦楼、餐厅楼、高压氧楼、科教楼、综合楼、东一号楼、东二号楼、东三号楼、主体楼、英东楼、惠福分院、平洲分院、白云路广湾18大厦、91号大院等我院办公地点，网络设备609台。需提供网络基础架构规划管理及调整、网络设备配置管理、网络性能优化、新增网络接入、网络故障处理等服务。
1.2.1.1. 非原产保修清单
（1）核心及汇聚网络设备
	序号
	品牌
	型号
	数量
	单位
	备注

	1
	HUAWEI
	S12700E-8
	2
	台
	非原产保修

	2
	HUAWEI
	CE16808
	2
	台
	非原产保修

	3
	HUAWEI
	S7703
	9
	台
	非原产保修

	4
	H3C
	S10506
	2
	台
	非原产保修

	合计
	15
	台



（2）接入层网络设备
	序号
	品牌
	型号
	数量
	单位
	备注

	1
	H3C
	S5560X-30C-EI
	1
	台
	非原产保修

	2
	H3C
	S6300-42QF
	1
	台
	非原产保修

	3
	H3C
	WX2520X-LI
	1
	台
	非原产保修

	4
	H3C
	S3100V2-8TP-SI
	2
	台
	非原产保修

	5
	H3C
	S5048PV5-EI
	2
	台
	非原产保修

	6
	H3C
	S5560S-28F-SI
	2
	台
	非原产保修

	7
	H3C
	S5016PV5-EI
	3
	台
	非原产保修

	8
	H3C
	S5720-52X
	3
	台
	非原产保修

	9
	H3C
	S5120S-52P-EI
	14
	台
	非原产保修

	10
	H3C
	MS4100V2-52P
	16
	台
	非原产保修

	11
	H3C
	S5024PV3
	19
	台
	非原产保修

	12
	H3C
	LS-5130S
	22
	台
	非原产保修

	13
	H3C
	S5110
	23
	台
	非原产保修

	14
	H3C
	S5130S-28S
	26
	台
	非原产保修

	15
	H3C
	S5130S-52S
	62
	台
	非原产保修

	16
	HUAWEI
	S1720-52GWR-4P
	2
	台
	非原产保修

	17
	HUAWEI
	S1735
	2
	台
	非原产保修

	18
	HUAWEI
	S5735S-L8P4S
	2
	台
	非原产保修

	19
	HUAWEI
	CE8806
	3
	台
	非原产保修

	20
	HUAWEI
	S5720S-28P
	4
	台
	非原产保修

	21
	HUAWEI
	S1730S
	5
	台
	非原产保修

	22
	HUAWEI
	S5736-S48T4XC
	9
	台
	非原产保修

	23
	HUAWEI
	S5720S-52P
	11
	台
	非原产保修

	24
	HUAWEI
	S5735S-L24P4S
	13
	台
	非原产保修

	25
	HUAWEI
	S5735S-L48T4S
	24
	台
	非原产保修

	26
	HUAWEI
	S5720-28X
	29
	台
	非原产保修

	27
	HUAWEI
	S5720-52X
	38
	台
	非原产保修

	28
	EXTREME
	BD-8810
	1
	台
	非原产保修

	29
	EXTREME
	X350-24t
	1
	台
	非原产保修

	30
	EXTREME
	X430-48t
	8
	台
	非原产保修

	31
	CISCO
	S2960 48T
	2
	台
	非原产保修

	32
	锐捷
	S29-L_RGOS 11.4
	2
	台
	非原产保修

	34
	锐捷
	S2910-48GT4SFP-L
	1
	台
	非原产保修

	合计
	354
	台



备注：服务商需对第三方维保设备提供日常维护及备品备件更换服务。 

1.2.1.2. 原厂保修清单
（1）核心及汇聚网络设备
	序号
	品牌
	型号
	数量
	单位
	备注

	1
	HUAWEI
	CE12700-4
	2
	台
	2023-2025年安装

	2
	HUAWEI
	S7706
	12
	台
	2023-2025年安装

	合计
	14
	台



（2）接入层网络设备
	序号
	品牌
	型号
	数量
	单位
	备注

	1
	H3C
	S5130S-54S
	82
	台
	2023-2025年安装

	2
	H3C
	S5130S-52S
	7
	台
	2023-2025年安装

	3
	H3C
	S5048X-EI
	4
	台
	2023-2025年安装

	4
	H3C
	S5110V2-52P-SI
	3
	台
	2023-2025年安装

	5
	H3C
	S6520XG
	2
	台
	2025年安装

	12
	HUAWEI
	S5735S-L48T4S
	44
	台
	2023-2025年安装

	11
	HUAWEI
	S5735S-L24T4S
	12
	台
	2023-2025年安装

	9
	HUAWEI
	CE6857F-48S8CQ*3
	11
	台
	2023-2025年安装

	8
	HUAWEI
	S5736-S48T4XC
	6
	台
	2023-2025年安装

	6
	HUAWEI
	S5720S-28P-LI-AC
	1
	台
	2023-2025年安装

	合计
	172
	台



备注：服务商需对原厂在保设备提供日常维护及故障响应，如需原厂支持，主动协助我院联系原厂商解决故障。
以上设备原厂出保后转入第三方维保服务。

1.2.2. 维护方式
1.2.2.1. 7×24小时报障模式
服务商提供固定的7×24小时故障受理电话服务，设有报修和技术热线电话。
1.2.2.2. 在线技术支持
热线接听技术人员接听电话后对问题初步分析判断，通过技术咨询解决部分问题；因设备软件版本问题影响系统正常运行或存在安全隐患时，免费提供设备软件升级服务。
1.2.2.3. 现场维护
工作日8:00-18:00安排1名驻场工程师提供现场服务，驻场工程师专职负责本部日常网络值守维护，每周前往惠福西分院开展维护工作。同时另设1名储备工程师应急（驻场工程师请假或需额外技术支持时到场）。
1.2.3. 维护内容
1.2.3.1. 设备保修与备件服务
原厂保修期内设备：
直接协调华为、H3C等原厂商提供新件先行保修服务，次日响应，2-5个工作日新件到现场，15天内寄回坏件，免维修费。
应急备件服务：
保修期内：提供应急备件替代，直至新件更换完成。
已过保设备：提供应急备件替代，直至坏件维修完成。
1.2.3.2. 网络系统维护
基础管理：
网络架构规划、设备配置管理、性能优化、新增接入、故障处理。
主动巡检：
接入设备机房：每两周1次；
核心/汇聚交换机房、惠福西分院：每周1次；
出具月度巡检报告。
性能检测：
每年至少1次线路、设备、带宽等传输质量专业检测，提供检测报告。
制度配合：
协助制定网络运维管理制度（如日常维护、驻场人员、非工作时间运维制度等）。

1.2.3.3. 光缆抢修服务
服务范围：东川路本部、惠福西分部、南海平洲分部和合群门诊部的内部自有光缆（不含租用运营商的跨街光缆）。
费用清算：每三个月结算一次，包含端接、中断接续、测试等费用（材料及施工费用按实际情况另计）。
1.2.4. 维护要求
1.2.4.1. 巡检与报告
按规定频率（接入机房每两周1次，核心/汇聚机房及惠福西分院每周1次）进行主动巡检。
定期提交报告：月度巡检报告；季度服务报告（含维护事件记录、网络评估、解决方案等），要求简洁清晰、分析深入、建议合理。
1.2.4.2. 制度执行
主动配合院方执行网络运维管理规范，协助制定网络管理相关制度。
1.2.4.3. 备件与维修
确保应急备件充足，及时响应设备故障替换需求。
服务商负责提供维修所需劳务、零件或材料，更换的旧零件归服务商所有，除特殊说明外不另收费。
1.2.4.4. 专属备机备件服务要求
（1）服务商必须提供在广州设立的备件库及其备件库所在地详细信息。为保障服务质量和修复时限，要求服务商针对本次项目过保设备清单中的设备部署专用备机备件，服务期间不得挪用其他项目，并列出备机备件清单，供用户查验。
（2）服务商应针对过保设备的重要性，准备以下备件和备机，应按照我院要求把核心重要备件和备机放置现场。当设备出现故障时，由服务商技术人员及时取备件解决故障，或在故障无法在规定时限内修复启用备机，以确保用户业务系统的及时恢复。平时备件备机可以用来做测试、培训讲课使用，备件备机清单如下：
1.2.4.4.1. 备机备件清单
	产品名称
	配置（不低于）
	数量（台）

	H3C S5130
	整机，交换容量336Gbps，包转发率126Mpps
	1

	华为 S5720
	整机，交换容量598Gbps，包转发率168Mpps
	1

	华为板卡
	华为S12700E-8 主控板
	1

	华为板卡
	华为CE-16808 主控板
	1

	华为板卡
	华为S7706 主控板
	1

	华为板卡
	48端口10GE以太网光接口板（CEL48XSFD-A）
	1

	华为板卡
	48端口万兆以太网光接口板（LST7X48SX6S0）
	1



1.3. 综合平台及软件运维
1.3.1. 维护清单
1.3.1.1. 数据库维护清单
核心应用系统（HIS、LIS、PACS、EMR、CDR等）数据库维护服务
	序号
	数据库名称
	版本
	数量
	单位
	数据量

	1
	SQL SERVER
	Sqlserver 2008/2012/2014
	49
	套
	数据量TB级别

	2
	Oracle
	Oracle 11g/12c/19c
	37
	套
	数据量TB级别

	3
	Mysql
	Mysql 5/7
	12
	套
	数据量TB级别

	4
	PostgreSQL
	PostgreSQL11
	1
	套
	数据量TB级别

	5
	人大金仓
	KingbaseESv8
	10
	套
	数据量TB级别


1.3.1.2. 虚拟化维护清单
	序号
	虚拟化平台类型
	虚拟化平台版本
	节点数量
	虚拟机数量
	单位

	1
	外网多品牌虚拟化平台
	深信服、华三、Vmware
	≥10
	≥120
	台

	2
	内网多品牌虚拟化平台
	深信服、华三、Vmware
	≥70
	≥850
	台


1.3.1.3. 备份平台维护清单
	序号
	备份平台
	备份服务器
	备份存储
	备份类型

	1
	鼎甲
	3台
	1台，总容量大于1PB
	虚拟机、数据库、文件备份



1.3.2. 维护方式
1.3.2.1. 7×24小时报障模式
服务商提供固定的7×24小时故障受理电话服务，设有报修和技术热线电话，直接响应技术咨询与故障处理。
1.3.2.2. 在线技术支持
热线接听技术人员接听电话后对问题初步分析判断，通过技术咨询解决部分问题；工程师将问题录入系统并分析解决，故障无法排除时升级至现场支持。
1.3.2.3. 现场支持
对电话/远程无法解决的问题，按服务级别及时安排人员到现场处理故障。
1.3.2.4. 巡检服务
数据库/虚拟化平台/备份平台均提供每年不少于12次的现场巡检，包含软硬件配置检查、性能监控、日志分析等，并提交巡检报告。
1.3.2.5. 升级与迁移服务
提供数据库与虚拟化平台的版本/补丁升级、数据迁移支持，包含方案制定、风险评估、应急回退计划等。
1.3.2.6. 日常维护与优化
数据库/虚拟化平台日常运行监控、配置变更、性能调优、资源优化及扩容支持。

1.3.3. 维护内容
1.3.3.1. 数据库维护
基础支持：电话/远程/现场故障处理，问题录入系统与分析。
巡检内容：软硬件配置、数据库参数（如SGA、PGA）、表空间使用、日志文件、用户安全、备份状态等。性能指标收集（负载、IO、CPU等）、数据变化评估。
升级与优化：升级方案制定（含条件、时间、风险、回退措施）、补丁安装、性能参数调整（内存/IO/CPU冲突、SQL语句优化等）。
迁移与安装：迁移方案制定（新老系统分析、迁移步骤、停机时长）、系统备份、数据迁移实施与测试。新系统安装（环境检查、空间规划、数据库创建、补丁安装、可用性测试）。

1.3.3.2. 虚拟化平台维护
日常运维：管理程序、计算/存储/网络资源池及虚机管理；配置变更、环境监控、容量管理、安全管理、性能调优。
故障恢复：现场故障分析、恢复与规避，提交故障报告，隐患预警与交流。
升级与扩容：VMware软件/硬件补丁升级、重大升级现场支持；资源优化（如虚拟机迁移）与扩容配合。
巡检内容：网络/存储配置、服务器参数、时钟同步、告警状态、虚拟交换机设置、存储分配、VLAN隔离、VMwareTools安装、数据库使用情况、HA群集容量、时间同步、性能监控等。

1.3.3.3. 备份平台技术支持
服务商需为备份平台提供技术支持服务，内容涵盖日常巡检与维护工作。
日常巡检：需定期对备份平台进行全面检查，确保备份任务正常运行，具体包括查看备份作业的执行状态，分析处理失败任务，保证任务按时触发；通过哈希值比对、恢复测试等方式，验证备份数据的完整性和可用性，确保数据无损坏、可恢复；同时监控服务器、存储设备的资源使用情况与网络连接稳定性，审查日志文件以识别系统错误或安全风险。
维护要求：需结合巡检结果，对备份平台进行必要维护，如按数据保留策略清理过期备份数据、归档历史数据以释放存储资源、优化存储结构；根据业务变化动态调整备份策略，优化数据压缩等技术配置，平衡效率与资源占用；及时部署备份软件补丁及升级版本，协调更新相关组件以确保兼容性和稳定性；维护系统配置文档与操作手册，梳理优化备份恢复流程，保障备份平台高效稳定运行。

1.3.3.4. 综合管理系统北向接口调试及南向设备调试服务要求
服务商需提供省医本部机房现网的华为Neteco6000数据中心管理系统北向接口License，并要求使用SNMP北向接口查询信号。SNMP北向对接会导出OID，把oid给到第三方系统，第三方系统对接成功后，可以查询Neteco6000的信号，包含但不限于以下调试服务：
（1）现网机房网管北线License的授权，导入，修改；
（2）现网机房网管版本接入升级；
（3）现网机房网管SNMP文件导出和测试；
（4）现网机房网管南向设备升级；
（5）现网机房网管南向设备配置修改；

1.3.3.5. 运维综合监控软件支持服务
服务商需基于“运维综合监控软件”提供全生命周期服务支持，重点推进以下工作：
（1）深化监控软件应用能力：部署并优化运维综合监控软件，实现对我院IT基础设施（含服务器、网络、存储、应用及安全设备）的实时监控、性能分析、故障预警与根因定位，构建可视化运维看板，提升系统运行透明度与问题响应效率。
（2）标准化运维流程体系建设：结合ITIL/ITSS等最佳实践，协助我院梳理并优化现有运维流程，建立覆盖事件管理、问题管理、变更管理、配置管理的标准化流程体系，通过监控软件实现流程自动化触发与闭环跟踪，降低人为操作风险，提升运维规范化水平。
（3）多系统集成与数据贯通：推动运维平台与我院现有ITSM（IT服务管理系统）等及其他院内业务系统的深度集成，通过API接口开发、数据同步机制设计，实现工单流转、资产信息、告警事件等关键数据的互联互通，消除信息孤岛，支撑跨部门协同与决策分析。
（4）知识库体系构建与运营：协助我院搭建结构化知识库，涵盖故障案例、操作手册、应急预案、优化方案等内容，基于监控软件历史数据与实际运维场景提炼知识资产，建立知识采集、审核、更新与共享机制，并通过智能检索与推荐功能赋能一线运维人员，缩短问题解决周期，促进组织经验沉淀。
（5）交付目标：助力我院实现“监控-预警-处置-优化”的运维闭环管理，提升系统稳定性、流程效率与知识复用率，为业务连续性提供坚实保障。

1.3.4. 维护要求
1.3.4.1. 响应时效
电话/远程支持7×24小时不间断，现场支持按服务级别及时响应（远程无法解决时立即安排）。
1.3.4.2. 文档与报告
每次巡检后提供详细巡检报告，故障处理后提交故障分析报告，升级/迁移后提交安装/迁移文档。
1.3.4.3. 方案与风险控制
升级、迁移方案需明确条件、时间、业务停止时间、技术细节、风险评估及应急回退措施，确保数据安全与系统可用性。
1.3.4.4. 安全与合规
检查数据库与虚拟化平台的用户权限、安全策略，保障系统安全；遵循厂商发布的安全补丁建议，及时修补漏洞。
1.3.4.5. 协作与沟通
配合用户完成业务变更需求，定期进行技术交流（如半年一次），及时反馈隐患并提供规避建议。

1.4. [bookmark: _Hlk202261604]机房基础设施运维
1.4.1. 维护清单
1.4.1.1. 涉及的设施范围
本项目具体包括机房内以下系统的维护服务：
（1）配电系统（包括：主配电系统、不间断电源系统（UPS）、备用发电系统、末端配电、市电柜及UPS输出柜监控等）
（2）机房新、排风系统
（3）消防系统（灭火系统、火灾报警系统）
（4）机房照明系统
（5）机房国密门禁系统
（6）安防监控系统
（7）机房环境监控系统
（8）防雷与接地工程（包括：管线封堵巡查）
（9）机房装修设施
（10）机房精密空调
1.4.1.2. 涉及的机房范围
	序号
	机房类别
	数量

	1
	中心机房（院内）
	3个

	2
	汇聚机房（院内）
	8个

	3
	汇聚机房（院外）
	9个


1.4.2. 服务方式
1.4.2.1. 7×24小时服务
服务商提供固定的7×24小时故障受理电话服务，设有报修和技术热线电话，直接响应技术咨询与故障处理。
1.4.2.2. 在线技术支持
热线接听技术人员接听电话后对问题初步分析判断，通过技术咨询解决部分问题；工程师将问题录入系统并分析解决，故障无法排除时升级至现场支持。
1.4.2.3. 原厂及专家支持
提供原设备厂家官方维护服务及技术专家远程/现场支持，确保技术方案的专业性和兼容性。同时，提供设备驱动程序、技术参数、操作手册等电子文档，以便运维人员随时查阅。
1.4.2.4. 驻场维护服务
1、安排不少于1名工程师专职负责机房基础设施运维服务工作，确保现场问题的及时响应和处理。
2、服务商需建立AB角互补机制 ，确保服务连续性：驻场工程师需配置A、B角各1名，A角为第一责任人，B角为备岗人员；B角需熟悉医院机房情况、熟悉设备布局、应急预案及业务系统优先级；同一时间至少1名工程师在岗，离岗前提前报备并完成工作交接。
3、驻场工程师需具备2年以上医疗行业机房运维经验（岗位具体要求详见3.2.2章节）。
1.4.2.5. 定期机房巡检
提供机房每周巡检、月度巡检、年度巡检服务。月度巡检后需在两天内出具巡检报告记录单，记录维护服务的时间和内容；维护保养年度结束，提交设备系统运行状况和性能总结。
1.4.2.6. 预维护服务
定期对机房环境设备运行状况进行全面的综合检测，检查设备运行状态，检查系统错误记录，排除隐患故障，并进行设备的维修保养工作。
(1)负责制定维护服务方案与计划，并指派专门的服务人员为设备提供维修保养服务，并且从专业的角度对设备的外部运行环境（如外接电源、防尘、防水、防鼠等措施的合理性）及内部运行状况（如损坏、磨损、污垢等）进行检查。检查、保养完成后，设备达到正常稳定运行状态效果。
(2)为保证服务质量，要求免费提供原设备厂家维护服务和技术专家支持。
(3)在重要节假日、重保、医院有重大接待等重要时间节点前须进行一次全面的系统健康检查，并提交分析报告。
1.4.2.7. 应急备件库
[bookmark: _GoBack]建有应急备件库，在医院提出需求后，备件到达医院现场的时间不超过3 小时。所供备件为正当渠道采购，为原厂家或原厂家认可的正品。
1.4.3. 维护内容
项目期内每周进行现场巡检，关键节假日巡检，对发现的问题及时上报、解决，并提供必要的维保服务。收到广东省人民医院报修通知及要求后，须立即派技术人员到场，全力协助、使系统尽快恢复正常。维护内容包括：
[bookmark: _Hlk198907026]（1）配电系统维护
UPS及电池维护：日常监控设备运行状态，发生告警时立即报修至总务处，并全程跟进维护进度直至故障解决。
市电柜及UPS输出柜监控：日常检查供电稳定性，告警时立即报修至总务处并跟踪处理，保障电力供应连续性。
停电维护支持： 配合总务处停电工作安排，在停电前做好设备检查、数据备份及业务调整等准备工作；停电中安排专人值守，确保设备安全，及时处理突发情况；停电后迅速检查设备、恢复业务，并总结经验。
月度巡检：
1）检查配电柜（箱）有无异常声音、异味、烟气、过热等现象。
2）检查配电柜（箱）有无变形、移位、松动等现象。
3）检查配电柜（箱）的维修操作空间是否被占用。
4）检查配电柜（箱）的隔板是否正常。
5）检查各开关是否处于正常位置。
6）检查各电源指示灯、仪表指示是否正常。
7）检查各配电柜（箱）主接线与螺丝紧固色标有否发生移位。
8）检查各配电柜（箱）主接线与螺丝的表色是否发生变化。
9）检查各配电柜（箱）的绝缘表色是否老化。
10）检查检查各配电柜（箱）主接线与母排接线端的工作温度是否正常。
11）检查各防雷或浪涌保护装置的状态是否正常。

年度巡检：
1）检查配电柜（箱）的控制线路接线是否有松动。
2）检查配电柜（箱）的接地装置的安全与可靠。
3）开关分合测试、转换测试、联动测试。
4）电气参数测量。
5）配电柜（箱）内部除尘及螺丝紧固检查。
6）市电和UPS线路、插座是否正常使用
（2）机房新、排风系统维护
日常监控新风、排风设备的运行状态，定期进行维护、清洗以及滤网更换。一旦发现异常情况，立即向总务处报修，并全程跟踪处理进度。对于因设备运行损耗或突发故障需要更换的配件，及时进行更换，确保设备正常运行。
月度巡检：
1）检查外机组运行部件是否有异常的噪音、振动等现象。
2）检查新、排风气流是否受阻。
3）检查新风机机组能否制冷。
4）检查和清洗新风机组滤网，检查机组接水盘及其他表面是否异常滴水渗漏。
5）新、排风管外露部分保温、紧固检查。
6）新、排风管道穿墙防漏水检查和处理。
7）支架防锈检查。
8）新、排风管及风阀物理外观是否偏移或变形。
9）新、排风管及风阀是否清洁或滴水。
10）风阀风口的优化调整。
11）检查机组控制面板设定及启停控制功能。
12）检查风扇及马达或皮带运转情况, 必要时调整或更换。
13）检查新风机冷凝器清洁状况，必要时清洁。
14）风管及风阀运行是否异常振动或噪音。
15）检查新风各区域风口阀门状况及送风温湿度。
16）测量新风机压缩机工作电流判断机组工况。
17）检查工作电压及机组电气接线紧固。
年度巡检：
1）检查新风机制冷系统吸气、排气压力，必要时补充雪种。
2）检查新风机电气控制电路板，必要时除尘、调整紧固。
3）检查机组接地及绝缘状况。
4）新、排风管道隔热保温及紧固，必要时加固或更换。
5）新、排风管及风阀联动控制测试。
6）新、排风管及风阀紧固检查。
7）支架防锈处理。
（3）消防系统（灭火系统、火灾报警系统）维护
1. 定期巡检：定期与消防组同事检查灭火系统和火灾报警系统的设备状态，确保其正常运行。
2. 功能测试：定期与消防组同事测试火灾报警系统和灭火设备的功能，确保其在紧急情况下能够可靠工作。
3. 故障处理：发现异常或故障时，及时与总务处报修并跟进处理，确保消防系统始终保持在可用状态。
4. 维护保养：定期与总务跟进消防设备的维护保养，包括清洁、检查和更换损坏的部件。
5. 安全检查：检查消防通道、灭火器材的放置位置和数量，确保符合安全规范
月度巡检：
1）检查”手动释放”盒的状态是否正确。
2）检测储气瓶的气压是否正常，检查储气瓶是否有泄漏现象。
3）检查喷头的完好情况及其状态。
4）检查气管管道及支架。
5）检查电磁阀及控制阀门接线是否松动。
6）检查控制主机供电，检测后备电池电压。
7）检查控制主机和控制器的状态指示是否正常。
8）试验警报装置（包括警铃、声、光报警器及放气指示灯等）的动作功能。
9）检查探测器、电磁阀及控制阀门的动作功能。
10）消防风机的功能测试。
年度巡检：
消防联动测试和年度演练。
（4）机房照明系统维护
定期检查机房照明灯具、线路等设备，及时更换损坏的灯具、灯管、灯泡及配件，修复线路故障，确保照明系统正常运行，为机房提供充足、稳定的照明，保障机房设备运行及人员操作安全。
月度巡检：
1）测试应急灯能否正常启动。
2）判断光管亮度是否正常。
3）更换光管或灯座。
年度巡检：
1）应急灯后备时间检查。
2）预防性更换时间不足的后备电池。
（5）机房国密门禁系统维护
定期检查门禁系统主机、平台、门磁、锁具等设备的运行状态，及时更换因损耗或故障损坏的配件，确保门禁系统正常运行，保障机房出入管控的安全性和可靠性。
除门禁之外，需定期检查机房大门的情况，确保正常闭合，及时联系总务处更换因损耗或故障损坏的配件。
月度巡检：
1）检查控制器供电是否正常。
2）检查控制器后备电池是否正常。
3）检查控制器状态指示是否正常。
4）检查各读卡器状态指示是否正常。
5）检查各出门按钮是否正常。
6）模拟进出门动作，检查读卡器及控制器的控制功能是否正常。
7）检查及调整个门锁的位置及紧固。
年度巡检：
同月度巡检要求一致。
（6）安防监控系统维护
定期检查安防监控设备的运行状态，包括摄像头、录像设备、监控平台等，确保设备正常工作，图像清晰稳定。及时清理摄像头镜头，更换损坏的设备配件，修复线路故障，保障监控系统的完整性和有效性，确保机房安全监控无死角。
月度巡检：
检查录像机、摄像机和主机是否正常使用，检查路径容量是否满足智慧医疗分级评价的监控录像存储时间不少于90天的要求。
年度巡检：
同月度巡检要求一致。
（7）机房环境监控系统维护
定期检查机房环境监控系统的传感器、探头和监控平台，确保其正常运行并准确采集温湿度、漏水、烟雾等环境数据。及时对异常数据进行分析和处理，校准偏差的探头，更新系统界面数据，保障环境监控系统的可靠性，协助软件平台升级，推进系统与监控平台对接，确保数据准确性，为机房设备稳定运行提供环境保障。
月度巡检：
1）检查工控机运行是否正常。
2）检查各监控子系统的模块接线及状态指示是否正常。
3）检查各子系统监控界面的读数及状态是否正确。
4）企业微信报警功能测试。
5）检查各控制器供电是否正常。
6）检查各控制器状态指示是否正常。
7）手动执行控制器自检功能，读数是否正常。
8）模拟漏水检查各控制器报警反馈是否正确。
9）模拟传感线开路检查控制器反应是否正确。
年度巡检：
1）全面物理硬件接线、紧固检查。
2）模块及系统读数校正。
3）检查传感线的安装紧固是否发生移位、松动。
（8）防雷与接地工程维护（包括：管线封堵巡查）
防雷接地检测：对机房内设备、桥架等金属部件进行防雷接地检测，出具检测报告并落实修复措施。
管线封堵巡查：检查机房内外管线进出口封堵情况，形成巡查报告，及时处理渗漏、鼠患等隐患。
月度巡检：
1）检查线缆连接 — 检查是否有虚接、擦损。
2）检查地阻值是否达标。
3）检查室外汇集排。
4）检查长效降阻剂。
5）检查防雷器是否正常。
年度巡检：
同上及防雷证年审（如果有）。
（9）机房装修设施维护
1. 定期检查机房内门锁、墙体、天花板、照明灯具等设施，及时修复因使用损耗或意外损坏的部件，确保机房环境的安全和整洁。
2. 维护机房内的装饰装潢，保持机房整体美观，为设备运行和人员操作提供良好的环境。
3. 检查地面、墙面的防静电措施，确保其有效性，避免因静电对设备造成损害。
4. 及时处理机房内的渗漏问题，防止因装修设施损坏导致的水患，保障机房设备的安全运行。
月度巡检：
1）机房基础设施的清洁与除尘。
2）检查防静电地板及静电地板支架是否牢固等。
3）检查机房门开合是否正常，是否变形和生锈。
4）检查机房彩钢板是否牢固、有没有变形。
5）检查机房是否堆放纸皮等杂物，需对其进行清理。
年度巡检：
同月度巡检要求一致。
（10）机房精密空调维护
1. 日常监控：实时监控精密空调的运行参数，包括温度、湿度、压力等，确保其在正常范围内运行。
2. 异常处理：一旦发现运行参数异常，立即向总务处报修，并全程跟踪处理进度，直至问题解决。
3. 定期维护跟进：跟进空调组工程师定期对空调设备进行清洁、检查和保养，确保设备的高效运行。
4. 配件更换跟进：及时与空调组工程师跟进，更换因损耗或故障损坏的空调配件，保障空调系统的稳定运行。
5. 温湿度保障：通过维护确保机房温湿度的稳定性，为设备运行提供适宜的环境。
1.4.4. 维护要求
1.4.4.1. 目标管理
明确组织业务和运维服务的相关性，为供需双方运维目标一致性的达成提供支撑。确保运维服务能够直接支持业务目标的实现。
基础设施服务可用率大于99.95%
基础设施故障解决率大于99.95%
1.4.4.2. 服务管控
建立服务管控的机制和相关管理制度，包括系统可用性管理、容量管理、配置管理、变更和发布管理、知识管理和供应商管理等。确保运维服务的规范化和标准化。
1.4.4.3. 故障管理
建立故障管理的机制，包括故障分类与分级、故障分析与应对、故障事后评估和故障预防。确保故障能够迅速得到处理，并防止类似故障的再次发生。
在发现问题或接收到系统报警时，值班人员需要迅速响应，进行故障诊断，并采取必要的措施以最小化影响。
1.4.4.4. 数据保护
构建数据的分级分类机制，建立数据应用、管理、备份和恢复的安全保护管理机制和策略。确保机房数据的安全性和完整性。
1.4.4.5. 安全管理
在运行维护过程中，应满足法律法规、行业监管、标准规范的要求，确保信息资产的保密性、可用性和完整性等。建立完善的安全管理体系，定期进行安全检查和评估。
1.4.4.6. 变更管理
在进行机房内设备升级、配置更改或维护时，遵循变更管理流程，原则上在正常工作时间外实施，减少风险并确保变更的透明性。必要情况下，在后台技术专家指导下做紧急处理，完成指定的业务（系统）作业操作要求。
1.4.4.7. 服务质量要求
所有维护服务记录需存档备查，确保服务流程可追溯。定期回访设备使用部门，收集服务反馈，持续优化维护方案，提升服务满意度。
响应时间见下表：
	项目
	关键控制点
	衡量内容
	目标

	服务响应时间
	现场响应能力
	工作时间
	7x24（0:00AM--23：59PM）

	
	紧急故障（系统瘫痪）
	响应时间
	<=0.5小时

	
	严重故障（系统性能受损）
	响应时间
	<=1小时

	
	一般故障（系统运行正常）
	响应时间
	<=2小时

	服务周期
	硬件故障恢复
	工作时间
	7x24（0:00AM--23：59PM）

	
	紧急故障（系统瘫痪）
	硬件故障恢复周期
	<=0.5小时
超过4小时提供配件备机

	
	严重故障（系统性能受损）
	硬件故障恢复周期
	<=4小时

	
	一般故障（系统运行正常）
	硬件故障恢复周期
	<=12小时


注：由于不可控因素如遇：洪水、风暴、火灾等引起的交通系统或邮政系统原因乙方响应时间和服务周期做相应延长。
2. 服务质量要求
2.1. 服务级别
2.1.1. 基础服务标准
服务时间：服务商需提供7×24小时全天候服务，覆盖每周7天，每天24小时。
响应时间：即时响应，响应时间不得超过10分钟。
服务请求：按照响应要求，达到100%的用户响应度。
其他要求：紧急、特殊的服务需求应立即提供服务并至解决问题为止。未能及时完成服务请求，应书面向我院提出解释。
2.1.2. 故障分级与服务标准
按故障影响程度统一划分为紧急故障、严重故障、一般故障三级，不同服务类型（硬件设备维保、网络运维、数据库维护、虚拟化平台维护）执行相同的分级服务标准，具体如下：
	故障级别
	适用服务类型
	级别说明
	现场响应时间
	系统恢复时间
	特殊说明

	紧急故障（系统瘫痪）
	服务器及存储设备运维
网络设备运维
综合平台及软件运维
机房基础设施运维
	系统/设备无法为业务提供服务，或导致业务系统核心功能瘫痪（如硬件设备宕机、网络中断、数据库无法访问、虚拟化平台崩溃）
	≤1小时
	≤2小时
	超过2小时需提供配件备机或替代方案

	严重故障（系统性能受损）
	服务器及存储设备运维
网络设备运维
综合平台及软件运维
机房基础设施运维
	系统/设备部分功能异常，导致业务性能显著下降（如硬件设备运行缓慢、网络带宽拥塞、数据库交易延迟、虚拟化资源瓶颈）
	≤2小时
	≤6小时
	-

	一般故障（系统运行正常）
	服务器及存储设备运维
网络设备运维
综合平台及软件运维
机房基础设施运维
	仅触发一般报警信息，对业务无直接影响（如非关键设备报警、非核心网络参数异常、数据库日志提示、虚拟化平台配置调整）
	≤4小时
	≤24小时
	-



2.2. 关键业务场景保障要求
2.2.1. 重大系统调整的支持服务
服务商应在用户的重大系统调整时提供人力及技术支持，协助用户进行系统及资源规划；
我院系统重大变更前服务商将协助我院用户做好系统备份工作，确保安全。
服务商负责对协助对用户维护人员进行系统改造及调优方案操作培训，以确保重大变更时可以立即启动，并保证实施过程中，系统的安全稳定。
服务商需配合用户新增设备安装部署提供技术支持服务。

2.2.2. 关键时期现场保障服务
服务商应提供关键时期现场保障服务，如：我院重大会晤、我院重要参观、重要节假日和我院认为需要现场保障的时候，服务商需按技术规范书承诺的人员提供全天候24小时现场保障或应急支持服务。
服务商应设立《现场保障制度》，并根据国家法定节假日拟定《重要节假日保障计划》，现场保障人员安排需在接到我院值守通知的两个工作日内以书面形式提交给我院审核。

2.3. 标准化管理体系与维护操作规范要求
服务商需根据用户的服务需求特点，制定电话报修流程、现场服务流程、技术升级流程、应急流程和服务质量保证措施等。
服务商保证工程师在操作和维护过程中严格遵守操作规范，避免设备因不规范的操作损坏。

2.4. 文档交付要求
在服务期内，服务商需定时提交工作报告，报告应做到简洁清晰、重点突出、分析深入且建议合理。具体报告要求及相关交付物如下：
（1）常规工作报告
月度巡检报告：对每月的巡检情况进行详细记录与总结。
季度服务报告：涵盖维护事件记录、网络评估报告、事件解决方案等内容，全面反映季度服务状况。
（2）其他报告及交付物
年度服务计划：明确全年服务工作的规划与安排。
定期巡检报告：除月度巡检报告外，按既定周期提交的巡检成果报告。
现场服务报告：记录现场服务的过程、问题及处理结果。
服务档案和解决方案资料库：
故障分析报告：针对每次故障，提供详细的分析报告。
日常维护手册：包括日常维护手册等，为日常维护工作提供指导。
年度总结报告和验收报告：年度总结报告对全年服务工作进行回顾与总结；验收报告用于服务期满或项目验收时，展示服务成果与成效。

3. 服务商能力要求
3.1. 服务商服务能力要求
（1）供应商具有相关资质认证，如：ITSS信息技术服务运行维护标准贰级（或以上）证书，CCRC信息安全服务资质认证证书（信息系统安全集成方向）二级或以上，ISO管理体系认证证书等；
（2）具有独立法人资格且注册资本至少为 1000 万元人民币，具有工商行政管理部门核发的现行有效的《企业法人营业执照》和《税务登记证》，具备满足本项目实施所需要的经营范围。
（3）提供近3年以来已完成或正在实施的、与招标项目相同或相似的项目数，需提供实施合同关键页复印件及其他相关材料进行评定。
（4）具有良好的商业信誉，行业口碑，合同履行能力；近三年在经营活动中无重大违法记录，有良好的商业信用。

3.2. 团队技术能力要求
服务商需为本项目组建一支规模不少于12人的专业团队，其中项目经理1人须持有项目管理类的资质认证，统筹项目全流程管理；现场服务团队至少6人，含3名常驻人员（全程驻场）及3名备份人员（应急响应），均需具备行业内的专业技术资格证书，并提供近3个月社保证明以保障人员稳定性；专家技术支持团队至少5人，需覆盖本项目全部关键技术领域及国产化相关技术领域，持有高级技术认证或原厂商认证专家资质，确保多维度技术支撑能力。
（以上证书提供证书复印件和最近三个月的有效社保证明，并加盖服务商公章。所有成员均需提供与项目技术范围强相关的资质证书，且证书需在有效期内，注：同一个人具有不同证书的只算一名有效人员）
3.2.1. 团队架构要求
3.2.1.1. 专职项目经理
服务商应安排专职项目经理，全面负责运维服务的实施工作，积极推动信息管理处运维体系、制度以及管理流程的建设。
3.2.1.2. 驻场服务团队
人员构成：服务商需组建由相关专业技术工程师构成的驻场服务团队，其中系统工程师至少1人，网络工程师至少1人，机房运维工程师至少1人。
职责范围：该团队负责及时响应并处理本项目（包括主机、存储、网络设备、数据库、虚拟化、机房运维等）的服务需求，定期开展巡检工作，解决相关故障问题，以保障我院数据中心系统的稳定运行。
非工作时间安排：在非工作时间，应安排远程值班人员。
人员要求：驻场技术工程师需符合相关专业要求，并具备一定年限的相关工作经验。上岗前，需通过信息管理处的面试认可。
3.2.1.3. 二线技术工程师
人员数量与要求：服务商需提供至少3名二线技术工程师（不得与驻场工程师重复），且三个技术方向至少各1名，作为储备工程师。
工作安排：储备工程师平时可不在现场办公，每月均需安排3天到现场熟悉环境。当驻场工程师请假或需要人员应急时，储备工程师应能立即到现场提供技术支持。
3.2.1.4. 专家技术服务团队
服务商需建立专家技术服务团队，该团队负责为本项目提供工作支持，解决处理项目技术工程师无法处理的问题，并根据实际需要安排人员到现场工作，服务范围涵盖整个项目，包括并不限于：主机存储维护服务、数据库维护服务、虚拟化平台维护服务、网络运维服务、核心及汇聚机房运行维护服务、综合管理系统北向接口调试及南向设备调试服务、综合监控软件运维技术支持服务。

3.2.2. 岗位职责要求
	岗位名称
	岗位职责
	岗位要求
	人数

	项目经理
	负责运维项目实施管理
推进信息管理处运维制度
管理流程的完善和优化
	本科或以上学历，工作经验10年以上且有3个以上同类项目管理经验；
熟悉运维体系及质量管理体系落地经验，熟悉数据中心运维管理规范、技术标准、安全要求；
有良好的计算机专业技术，沟通协调能力突出，较好的文字功底；
项目把控能力强，执行力强，有责任心；
项目经理需定期或按我院要求前往现场进行项目汇报或项目沟通交流。
	1

	系统工程师
	负责数据库及虚拟化平台：
日常维护
安装配置
故障解决
巡检服务
升级服务
迁移服务
扩容优化等
	本科及以上学历，10年以上相关工作经验，具有丰富的日常维护管理和优化经验，具有很强的故障定位和问题解决能力；
熟悉主流国产服务器、存储及备份平台的管理与维护；
熟悉达梦、人大金仓等至少一种国产数据库，具有国产数据库项目实施经验；
熟悉Shell或者python，能编写自动化数据库运维及备份脚本；
熟悉变更管理、事件管理等ITSM流程；
具有团队合作精神、思维清晰、善于沟通、细致耐心、责任心强，独立完成工作并能承受工作压力；
	1

	网络工程师
	负责数据中心：网络运维服务
网络日常维护
主动预防检查
故障处理
值守维护
性能优化
网络规划等
	本科及以上学历,10年以上相关工作经验；
熟悉华为、H3C、Extreme等网络设备并深入理解，并具有丰富的日常维护管理和优化经验，具有很强的故障定位和问题解决能力；
熟悉IT基础架构原理，具备大中型网络组网经验，能独立完成中等规模网络需求分析、架构设计与配置调优；
精通TCP/IP基本原理，熟悉路由协议ETHERNET、TCP-IP、IP routing protocol、LAN switching、网络安全、BGP、OSPF等配置与运维；
熟练掌握网络设备的维护与排錯，网络状况的评估和分析、故障处理、数据包分析等工作，快速定位并解决问题；
熟悉变更管理、事件管理等 ITSM 流程；
具有团队合作精神、思维清晰、善于沟通、细致耐心、责任心强，独立完成工作并能承受工作压力；
	1

	机房运维工程师
	负责核心及汇聚机房运行维护服务基础设备的日常维护和日常巡检等工作
	专科及以上学历，至少5年以上大型数据中心或机房运维经验，熟悉机房环境监控、配电、空调、消防等子系统维护；
持有有效期内的电工证（低压/高压操作）；
对主流品牌UPS及精密空调有实际操作经验者优先；
具有团队合作精神，能在不可抗力（如自然灾害）下灵活调整响应策略，确保最小化系统中断时间。
	1



3.2.3. 人员管理要求
3.2.3.1. 人员资质与确认
服务商参与本项目的人员必须为其正式员工，严禁委派实习人员参与本合同项下的服务。服务商为履行本合同所投入的工作人员及其职责分工，驻场人员需经过我院的资格审核和面试，确认具备相应的资格和能力后方可上岗，确保运维工作的顺利进行。
3.2.3.2. 人员更换规定
在项目执行过程中，服务商不得随意更换现场人员。若因特殊情况确需更换，必须提前一个月申请并获得我院的认可。
3.2.3.3. 工作时间与应急支持
服务商派驻项目的人员，工作日按照我院作息时间（正常工作时间为8:00-18:00）计算，元旦、春节等节假日放假时间参照国家相关公布执行。
当我院出现重大故障（如主干网络瘫痪、数据库读写中断、虚拟化平台无法访问等）时，服务商应增派专业人员到现场，提供全天候24小时的应急抢修支持。
3.2.3.4. 规章制度遵守与信息保密
服务商的相关人员必须严格遵守我院的有关规章制度，切实做好信息安全和信息保密工作，严禁泄露、扩散我院的数据和机密。
3.2.3.5. 数据备份确认义务
服务商在提供维护服务前，有义务再次确认我院数据备份情况。




